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Abstract  

Federated Learning (FL) is an emerging technology recently used collaboratively with 

machine learning approaches. It has been the key to an effective solution to the major global 

problem of protecting sensitive data. The data is trained locally within the clients, the server 

collects the models trained from the clients and the global model is generated. They have been 

used in many applications, particularly in applications that require data protection, such as 

medical applications whose data is legally protected. This paper discusses standardized learning 

applications that are still in their infancy due to the many challenges facing researchers. The 

latest developments in Federated Learning and open fields are outlined for researchers to develop 

this technology. It has been concluded that the most critical area researchers seek to develop is 

improving the global model. The main causes and challenges affecting the quality of global 

models were clarified. Finally, some proposals are presented to improve the Federated Learning 

technology. 

Keywords: Federated learning, Internet of Medical Things, Heterogeneous data,  Server, Client  .  

1. Introduction 

FL aims to construct a cohesive machine-learning model by harnessing data from 

numerous decentralized locations.. These strategies are expected to significantly impact 

advancing AI to the next stage when models can be constructed in a collaborative, secret, and 

privacy-preserving manner. We can compare the traditional centralized Machine Learning (ML) 

and Federated Learning (FL) as the following . In ML, the training has occurred on centralized 

data located on the cloud or central server. The training takes place primarily in the cloud in 

machine learning and cannot operate on heterogeneous data, and the data privacy is low. FL has 

been suggested to solve all of Machine Learning's problems. The training process is done on 

distributed data. Moreover, this data stays with its owner and has high user data privacy. 

Training happens cross-silos/ cross-devices and can operate on heterogeneous data. FL is a way 

of  ML in which multiple entities, called "clients," work together to solve Machine Learning 

problems while being watched by a central server or service provider. [2], as depicted in Figure 

1. 
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Figure 1: Federated learning work principle. 

The raw data of each individual client is saved in a local repository, as opposed to being 

shared or downloaded. Instead, utilizing targeted updates enables the rapid aggregation of data to 

attain the desired learning outcome. In contrast to conventional machine learning algorithms, the 

Federated Learning (FL) algorithm encompasses three primary constituents: a learning algorithm 

and training methodology, a mechanism for safeguarding data privacy, and a participant 

incentive mechanism. Following the local training of each client, the server employs an iterative 

aggregation process, which is often known as the learning algorithm and training technique. The 

collaborative model training utilizes a data privacy protection mechanism and an incentivization 

system to foster client engagement. 

There exist three various classifications of Federated Learning (FL) methodologies. depending 

on how data is stored in different clients. Figure 2 is an illustration of three types of FL. 

1. Horizontal FL: Both datasets share the same feature space but differ in the sample ID space. 

For example, a tiny user intersection exists between two banks in different regions. The 

business is comparable to the feature space [2.]  

2. Vertical FL: The sample ID space is the same in both datasets; however, the feature space 

differs. In the same city, for example, banks and hospitals. Users frequently cross paths 

because its user base may include most of the community's people. Banks and hospitals, 

however, do not do business the same way, so the feature space is different  [3.]  

3. Transfer FL: The sample sizes of the two datasets and the number of features they contain 

differ. It could be in China, a bank, or a hospital in the United States. To consider a financial 

institution in the People's Republic of China and a healthcare facility in the United States of 

America. The intersections between the sample space and feature space are pretty limited [4.]  

Additional studies have been conducted on the training and configuration of the horizontal 

Federated Learning (HFL) model. There are numerous unresolved inquiries around Vertical 



 
JOURNAL`S UNIVERSITY OF BABYLON FOR 

ENGINEERING SCIENCES (JUBES) 

بيعة بـــــــــببــم نهعهــــــــىو انهنذسيةـــــــيــــــجهــة ج  

 

Vol. 32, No. 2. \ 2024  ISSN: 2616 - 9916 

 

919 
 

Federated Learning (VFL) and  Transfer  Federated Learning (TFL) . Future research is 

anticipated to contribute to developing the remaining two categories .

 

Figure 2: Types of federated learning. 

The remaining sections of the paper will provide the most important applications used in 

this technology (see section 2) , a literary review  of previous works in FL (see section 3) , the 

mechanism of the training process in the FL (see section 4) and the most important challenges 

facing researchers (see section 5). 

2. Application of federated learning 

The difficulties that FL addresses are diverse, illustrating the versatility of FL, similar to 

other AI technologies, in its applicability across multiple industries, as depicted in Figure 3. 

However, there are significant data privacy issues that need to be addressed by FL. As a result, 

there is still a need for research into using FL to deal with actual challenges in other fields. One 

of this research aims is to review the prevailing applications and guide future researchers towards 

other engineering industry applications. The most famous applications that have been used in the 

Federated Learning technique is : 

1. Healthcare  [6,7]. 

2. Internet of Things and Edge Computing[8]  

3. Physical Information System [9] 

4. Internet and Finance [10] 

5. Urban Computing and Smart Cities [11] 

6. Industrial Manufacturing [12] 

In the medical field, data privacy is essential. In all hospitals and health centers, they 

contain records of patient information. Still, this data is legally protected, and it is not allowed to 

be used even to benefit from it scientifically in the field of artificial intelligence. Therefore, 
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Federated Learning was used as an experimental method to solve the privacy problem for the 

first time in 2017[13] . Where the tensor factor model was used to analyze the apparent pattern of 

obtaining hidden Information from the data record in hospitals and health centres to maintain 

patient privacy. Use FL to predict the death rate of heart patients[14]. Used in COVID-19 

identification  [15,16,17,18,19,20,21] . The study presented within this article has the potential to 

facilitate comprehension of the technical efficacy of FL within the medical domain. Have been 

expected that FL for medical applications will see increasing publicity in the future. 

 

Figure 3: The applications of  Federated Learning (FL). 

3.  Literature Review 

Statistical analysis is undertaken on the sorts of articles as shown in Figure 4, by reading 

and analyzing FL-related articles. Because FL is a new study path, there are significant gaps in 

theory and implementation. As a result, many research papers have appeared on platforms like as 

arXiv, which does not require direct peer review, which is not surprising considering that FL is a 

relatively new study field that is widely utilized to build new technologies quickly. 

ArXiv/bioRxiv published 41% of the articles. The fact that 36% of the publications were 

published in conferences demonstrates FL's rapid development and new qualities. FL has 

produced more developed findings, as evidenced by the fact that 19% of the publications were 

published in journals. Theses and dissertation are accounted for 4% of the papers, demonstrating 

that FL has been thoroughly researched [23]. 
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Figure 4: Article type 

Machine learning is becoming increasingly important in various sectors, including natural 

language processing, Internet of Things (IoT), pattern recognition, machine vision and others. 

The implementation of the General Data Protection Regulation (GDPR) in 2016 by the European 

Union (EU) was a direct response to the increasing frequency of data leaks and privacy breaches 

in the context of widespread data usage and artificial intelligence. The European Union (EU) has 

stipulated a two-year period for member states to achieve full compliance with the General Data 

Protection Regulation (GDPR) within their respective jurisdictions. The General Data Protection 

Regulation (GDPR) was officially implemented on May 25, 2018. 

In 2017, McMahan et al.[13] developed (FL) method to resolve the conflict between the 

machine learning training process and data privacy protection involving many data-shared 

samples. FL is based on sharing model parameters that can be combined into a single model.  

In 2018, B. Yan et al.[24] a study showcased the efficacy of a unique algorithm that 

leverages these weaknesses to substitute models. The program's performance was evaluated on 

prevalent Federated Learning tasks, including image classification and word prediction. The 

process of model replacement has been executed effectively. 

in 2018, A. Hard et al. [25]  proposed the next-word prediction model was put up. This 

model employs a variant of the Long Short-Term Memory (LSTM) recurrent neural network, 

specifically the Coupled Input and Forgets Gate (CIFG) architecture. To construct a predictive 

model, it is necessary to obtain a representative sample of the textual data that users often 

generate in the context of big data. 

In 2018, T. Li et al. [26] saw the introduction of an approach known as FedProx, which 

aimed to tackle the issue of heterogeneity inside federated networks. FedProx is a method that 

involves re-parametrizing the FedAvg algorithm, specifically in the context of the Modified 

National Institute of Standards and Technology's dataset (MNIST).  

28.19% 

53.36% 

6.40% 

60.41% 

journal conference phd thesis arXiv/bioRxiv
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In 2019, Y. M. Saputra et al. [27] proposed novel approaches using state-of-the-art 

machine learning techniques aiming at predicting energy demand for electric vehicle (EV) 

networks. These methods can learn and find the correlation of complex hidden features to 

improve prediction accuracy.  

In 2020, C. He et al. [28], the concept of Federated Learning (FL) was redefined as 

FedGKT, which stands for Federated Group Knowledge Transfer, an algorithm designed for 

training in knowledge transfer among groups. The CIFAR-10, CIFAR-100, and CINIC-10 

datasets are all data collections curated by the Canadian Institute for Advanced Research. It is 

widely recognized that augmenting the scale of a convolutional neural network (CNN), such as 

expanding its width, depth, and other relevant factors, leads to enhanced model accuracy. 

 In 2021, M. Malekzadeh et al. [29] proposed Dopamine, a system for training DNNs on 

distributed medical image datasets that combines (FL) with (DPSGD) differentially-private 

stochastic gradient descent and, when combined with very secure aggregation, achieves a good 

trade-off between differential privacy (DP) guarantee and DNN accuracy than other approaches. 

Using model averaging, Federated Learning allows hundreds or even millions of participants, 

some of whom will almost certainly be evil, to have direct control over the weights of the jointly 

learned model. A malicious participant can use this to insert a backdoor subtask into the joint 

model. Secure aggregation ensures that no one can spot abnormalities in participant submissions. 

Furthermore, Federated Learning is designed to benefit from non-identifiable local training data 

while maintaining privacy. This leads to a wide variety of models among participants, rendering 

anomaly detection ineffective in any case.  

In 2021, Z. Xiong et al. [30] Federated learning (FL) has received considerable attention 

in the domain of Artificial Intelligence of Things (AIoT) due to its potential as a method for 

managing extensive data processing, ensuring privacy protection, and providing high-quality 

service . primarily concentrates on privacy-preserving Federated Learning (FL) in the context of 

independent and identically distributed (IID) data, without taking into account the implications 

of non-IID data. This study utilizes a distinctive methodology referred to as 2DP-FL in order to 

attain differential privacy through the introduction of noise during local model training and 

global model distribution.  

In 2021, R. Kumar et al. [31] introduced a system that utilizes data collection from 

several sources, including hospitals equipped with diverse types of CT scanners. The system 

employs a global deep learning model, which is trained through blockchain-based Federated 

Learning techniques, while ensuring the preservation of the organization's identity. Federated 

Learning enables hospitals to maintain data privacy by exclusively sharing weights and 

gradients, while blockchain technology facilitates data distribution across multiple institutions. 

Federated Learning employs data encryption and decentralizes the training process across a 
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network, facilitating the development of an improved model by leveraging up-to-date patient 

data. 

In 2021 L. Qu et al [7] demonstrated the improved uniform learning on heterogeneous 

data due to the greater robustness of self-interest-based designs (e.g., transformers) against 

distribution modifications. Notably, it was carried out the first thorough experimental analysis of 

several neural architectures using a range of standardized algorithms, industry norms, and 

diverse data segmentations. 

In 2022 X. Shang et al.[32]  CReFF algorithm was proposed to solve one of the FL 

problems where heterogeneous data was handled by retraining a workbook with standardized 

learnable features on the server. An interesting fact revealed is that the biased classifier is The 

primary factor that leads to poor performance of the global FL model on heterogeneous and 

long-tail data.  

In 2022 Luca.A et al. [33] investigated the generalization of federated domains. The 

objective is to develop a model through Federated Learning that generalizes both in-domain (ID) 

and out-of-domain (OOD) information, with each client owning a proprietary dataset. A client 

that has not taken part in the federated training process possesses an out-of-domain dataset. The 

in-domain datasets are the private ones used by the participating clients during training. 

Federated Learning and Domain Generalization (DG) are bridged in this situation. Inspired by 

the success of data augmentation in DG, have been demonstrated how data augmentation might 

improve generalization and convergence by mitigating the non-iidness in FL from a causal 

standpoint 

In 2023, Chen.k et al. [34] Work was presented to solve the problem of complete 

heterogeneity in standardized learning where model heterogeneity, data heterogeneity and 

computational heterogeneity were addressed. Three approaches called synthetic data generation, 

knowledge distillation and opportunistic computation were introduced to produce a new method 

called FHFL. 

In 2023 Z. Liu  et al.[35] The Federated Contrastive Learning (FedCL) method has been 

proposed, based on the combination of standardized learning and contrastive learning to solve 

the problem of data heterogeneity in hospitals. The basic idea of contrastive learning is to reduce 

the distance between the features of a pair of samples from the same class, and to increase the 

distance between the features of a pair of samples from different classes. 

4. Training Process in Federated Learning  

The primary concept underlying Federated Learning is decentralized learning, wherein 

the data owner refrains from transmitting their data to a central computer [36]. The process of 

training a machine learning model consists of the following steps: The learning model 
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constructed by the server is contingent upon the specific network type being employed. 

Subsequently, the model undergoes instruction on the server. This task can be accomplished by 

utilizing data obtained from a company that possesses a cloud infrastructure containing the 

requisite data or by first employing zero values as a substitute. The trained model is distributed 

by the server to the appropriate clients. The requisite data must be provided to the server in 

advance. Every each client imparts its knowledge to the local model it possesses by utilizing its 

own data, so generating a novel model. Subsequently, this new model is transmitted to the 

server.  Thus effectively creating a new main model. However, one-time training is not enough, 

so the process must be repeated more than once until the model becomes good, and the new 

model is considered an initial model for the second attempt see Figure 5. 

 

Figure 5: Training process in Federated Learning (FL) 

After several attempts, the smart machine shows a sign of intelligence. Thus, a smart 

machine was created while maintaining the data privacy used in the learning process, as each 

client trained the model locally and shared only the change in the weights that are the model's 

parameters without sharing the basic data. The other important thing solved using FL is to create 

a global model and use data from more than one place to create this model and thus 

collaboratively share data from more than one source while maintaining privacy. FL is used in 

circumstances where data is:  

• Massively distributed: important data is held by many clients (up to millions) scattered over the 

world [37]. 

• Non-IID: Data acquired by different participating clients comes from distinct distributions and 

is not disseminated independently and uniformly (ID)[38]. 

• Unbalanced: Some clients may have many data samples, while others may have one[39]. 
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Because these data are heterogeneous, they reduce the accuracy of the normal model used in the 

Federated Learning technique. Therefore, have been must shed light on this problem and 

propose new models that overcome the problem of the difference in data distributed to 

different clients. 

5. Challenge in Federated Learning  

There are several open challenges in FL, among which are seeking to improve the 

hyperparameter to maintain specificity and improving the accuracy of the model: 

• The high cost of communication: Communication is considered one of the critical issues in 

the Federal Learning Network, in addition to protecting data privacy during the 

communication process between the server and the client [40]. 

• Heterogeneity of the system refers to the difference between local devices, where each device 

differs in terms of operating frequencies (CPU cycles per second), and each device differs 

with backup power[26]. 

• Privacy protection: When opposed to centralized machine learning, the FL training method 

allows the data to be stored locally, which increases privacy protection. On the other hand, 

communicating model updates throughout the training process can divulge sensitive 

information to a third party or a central server. So, recent technologies aim to improve 

Federated Learning's privacy [41]. 

• Data (Statistical) heterogeneity refers to the difference in the distribution of the local data set 

among the participants[42]. The method of calculating the global model with the traditional 

FL uses the average process to produce the global model without paying attention to the 

heterogeneity of the data to address this problem . 

One of the new challenges in Federated Learning is the problem of not distributing data 

symmetrically across devices in the network when learning the global model. The first 

method used in the process of compiling the parameter is Fedavg. However, they found that 

this method diverges scientifically because the results are considered based on the 

assumption that each local analyzer is a copy From the same random process. To understand 

the federal learning settings and its dealing with statistically heterogeneous data, Fedprox 

was proposed. This method makes a simple modification to the previous method to help 

ensure convergence in theory and practice. Then the researchers developed these methods 

and worked to solve and improve the results when dealing with heterogeneous data. They 

suggested several The methods are as shown in table (1). 
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Table1: Review about methods that are suggested to solve data heterogeneity. 

Ref. Proposed 

method 

Description Dataset Accuracy 

[32] CReFF Classifier Re-training with 

Federated Features 

CIFAR-10-LT 

CIFAR-100-LT 

92% 

[38] HarmoFL Solve data Heterogeneous 

challenges 

Medical Images 95.48% 

[43] HADFL Heterogeneity-aware 

Decentralized FL Framework 

 

ResNet-18 

vgg-16 

 

91% 

[44] FEDGEN Federated Distillation via 

Generative Learning 

MNIST 

EMNIST 

CELEBA 

73% 

 

 

[45] FedProto Federated Prototype Learning 

 

MNIST 

FEMNIST 

CIFAR10 

92% 

[46] VIT-FL Federated Learning with 

Vision Transformers 

Retina dataset 

CIFAR-10 

94.4% 

[47] Novel 

comprehensive 

methodology 

The present study outlines a 

comprehensive methodology 

for conducting smart device 

sampling with data offloading 

in the context of Federated 

Learning (FL). 

MNIST 

F-MNIST 

85% 

 

 

 

[31] Normalization method for dealing with 

various types of CT scanners 

CT scanner 

COVID-19 

98.86% 

[48] LoAdaBoost IID and non-IID intensive care 

data are less computationally 

complex. 

MIMIC-III 

eICU data 

90 clients, 

79% 

[44] FAug 

FD 

Federated augmentation 

Federated distribution 

MNIST 

 

95% 98% 
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Table 1. shows an overview of past work that tried to solve the problem of heterogeneity, 

especially the problem of data heterogeneity, which is seen as more difficult because it can slow 

down the convergence in the global model and make it less accurate. Since the problem of data 

heterogeneity is an important challenge in Federated earning technology, have been proposed to 

find a solution to the problem of data heterogeneity between clients in terms of type, as 

researchers have not yet addressed this problem to the extent of our work. my suggesting is using 

a hybrid model to train this different type of data in addition to using data augmentation 

technology to reduce data heterogeneity and thus improve the results. 

6. Conclusion 

  Federated learning is one of the new artificial intelligence technologies that has been 

suggested as a way to solve the problems of Machine Learning by training a global model and 

keeping data private. In this project, have been gaved an overview of Federated Learning and the 

different kinds of it, as well as a literature study of past work, the problems they faced, and the 

most important problems that will need to be solved in the future. To train the system, there is a 

proposal for a Federal Learning model that uses different kinds of data and gadgets. The goal of 

this paper is to give a review of Federated Learning and show the problem of different types of 

data and devices used in local training. This includes improving the performance of model 

training while keeping privacy high and using this system in a healthcare application. 
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 الأدبيبت نهتعهى انًىحذ في يختهف انتطبيقبت وانتحذيبت والاتجبهبت انبحثية اننبشئة يراجعة

1
طيبة سعذ محمد,

2
 هلال انهيببوي

1&2
 ُْذسخ انكٓشثبء, كهيخ انُٓذسخ, خبيعخ ثبثم, ثبثم, انعشاق قسى

, sth.tiba.mohammed@student.uobabylon.edu.iq
1

Email:  

 libawy@uobabylon.edu.iq-eng.hilal_al 
2
  

  انخلاصة

انًفزبذ نسم ْٕ رقُيخ َبشئخ رى اسزخذايٓب يؤخشا ثشكم رعبَٔي يع يُبْح انزعهى الآني. نقذ كبٌ  (FL) انًٕزذ انزعهى

فعبل نهًشكهخ انعبنًيخ انشئيسيخ انًزًثهخ في زًبيخ انجيبَبد انسسبسخ. يزى رذسيت انجيبَبد يسهيب داخم انعًلاء ، ٔيدًع انخبدو 

إَشبء انًُٕرج انعبنًي انًٕزذ. نقذ رى اسزخذايٓب في انعذيذ يٍ انزطجيقبد ، لا سيًب في  يزىانًُبرج انًذسثخ يٍ انعًلاء ٔ

انزي رزطهت زًبيخ انجيبَبد ، يثم انزطجيقبد انطجيخ انزي ركٌٕ ثيبَبرٓب يسًيخ قبََٕب. رُبقش ْزِ انٕسقخ رطجيقبد انزعهى  انزطجيقبد

انزي رٕاخّ انجبزثيٍ. رى رسذيذ أزذس انزطٕساد في انزعهى انًٕزذ  نعذيذحانًٕزذح انزي لا رزال في يٓذْب ثسجت انزسذيبد ا

نزطٕيش ْزِ انزكُٕنٕخيب. ٔقذ خهص انجبزثٌٕ إنى أٌ أْى يدبل يسعى انجبزثٌٕ إنى رطٕيشِ ْٕ ٔانًدبلاد انًفزٕزخ نهجبزثيٍ 

انًُبرج انعبنًيخ. ٔأخيشا، رى رقذيى ثعض  دحرسسيٍ انًُٕرج انعبنًي. رى رٕضير الأسجبة ٔانزسذيبد انشئيسيخ انزي رؤثش عهى خٕ

 .انًقزشزبد نزسسيٍ ركُٕنٕخيب انزعهى انًٕزذ

 إَزشَذ الأشيبء انطجيخ ، انجيبَبد غيش انًزدبَسخ ، انخبدو،انزعهى انفيذساني  نة :انذا انكهًبت

mailto:1sth.tiba.mohammed@student.uobabylon.edu.iq
mailto:eng.hilal_al-libawy@uobabylon.edu.iq

